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IMail Server using Failover Clustering

In This Chapter

Overview 1

Requirements 1
Overview

High Availability Failover Clustering is a system which allows a server to maintain as much
uptime as possible while avoiding downtime due to maintenance or hardware failures. This
can be achieved by utilizing Microsoft’s Failover Cluster service in Windows Server 2008
which uses two or more identical servers in a cluster formation that switches services and IP
addresses between the servers in the Failover Cluster.

Requirements

1 Active Directory

= Microsoft’s Failover Cluster requires Active Directory. If an Active Directory server is
not running on your network then one will be necessary to configure as part of this
process.

= Itis highly recommended that your Active Directory services are fault tolerant to
prevent an Active Directory failure which will disrupt the failover cluster.

.‘T Note: Running Active Directory Services on one of the clustering nodes is not
recommended.

2 Cluster Servers
=  Two or more servers are needed to host each node of the failover cluster.

=  Three Network Interface Cards for each server.

.‘T Note: Microsoft suggests using identical hardware on the nodes of the cluster as the Failover
Cluster service is only available on Windows 2008 Enterprise or 2008 R2 Enterprise Server

editions.

3 Microsoft SQL Server 2008
= Microsoft SQL Server to store collaboration data.



Configuring Failover Clustering

= |tis highly recommended this server be fault tolerant to prevent a failure on the SQL
Server that will bring down the IMail Services.

4 Network Storage

= Some type of Storage Area Network (SAN) is needed to hold the quorum disk for the
cluster, and shared storage for IMail Server files, such as the spool, logs, and user
mailbox storage.

= The quorum disk and IMail Server storage must be located on separate volumes.

See Microsoft’'s recommendations:
http://technet.microsoft.com/en-us/library/cc770620%28v=ws.10%29.aspx#BKMK _re
quirements.

@ Important: It is highly recommended that your network storage be fault tolerant.

5 Three Separate IP Networks to utilize the three required network cards.

= Public handles normal network traffic and email traffic on your publicly available
network or DMZ.

= Shared Storage for shared remote storage traffic to and from the active failover node
and the SAN.

= Heartbeat handles node-to-node communication in the cluster.
a) This must be on its own uninterrupted network.
b) The simplest configuration of the heartbeat network is to use a crossover cable

between the two servers and use a local, non-routable IP range (10.0.0.0 for example).

Network Diagram (IP addresses shown are for example)

Shared Storage Network
(172.17.0.0/24)

Cluster Server 1 % Cluster Server 2

Heartbeat Network
{10.0.0.0/24)

Public Network
(192.168.6.0/24)

SOL Server
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Installing Roles and Features

= Configure each node in the failover cluster with the roles and features listed in this section.
= Each node must have the same features and updates installed to avoid possible cluster

verification reporting errors.

™S Tip: If machines are cloned, do not add the Failover Cluster feature until the machines have
been individually set up, to avoid the cluster configuration from failing.

m Note: These steps assume a new installation of Windows Server; if the roles or features are
already installed then just verify they are installed as outlined below.

Step 1. Install the Web-Server (lIS) role with the following features installed.

Fiole: Service | Status
s Web Server Installed
e Cominon HT TR Feabures Irstalied
il Static Content Iristalled
a Default Dooument Irstaled
P Dirachory Browsing Instaled
i HTTP Errors Instaled
i HTTP Redirection Instaled
WebDny Publishing Mot installed
e Application Denvelopment Instaled
O ASF.MET Instaded
— -NET Extansibiy Irestaled
ASP Mok installed
oGl Mok installed
o 1SAP] Extensions Instaled
o ISAF] Fiters Installed
Server Sude Includes ok inst.alled
C i Heaith and Diagnostics Instaded
o HTTP Loagging Irstaled
P Logging Tools Irstaded
Y Request Monitor Irstaled
Ca Tracing Irstalad
Cushiom Logging ot mskalled
CDBEC Logging ok installed
™ Sacurity Instaliad
e Basic Authentication Inst abad
—» Whindows Autheentication Inst alad
O Dugerst Authenitication Instakad
Far Chent Certificabe Mapping Authentication Trest abed
Co 115 Client: Certificate Mapping Authentication  Instabsd
e LRL Autharization Inst alad
™ Request Filtering Instaled
C 1P and Domain Restrictions Instabed
= Parformance Instalied
o Static Conbent: Compression Instabed
= Drymarmis Content Compression Trestalad
@ Management Tools Instabed
e 15 Management Console Instaled
P 115 Management Scripts and Tools Instaled
o Management Service Inst abed
™ IS & Mansgement Compatibility Nok installed
Ful™ 115 & Metabase Compatibiity Mok installed
115 & WHMI Compatibiity Mok installed
115 & Scripting Tools Mok installed
115 & Management Console Mot installed
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Step 2. Install the Failover Clustering Feature.

5= ~ Select Features
A

_ Select one or more Festures bo irstal on this server.

1]

Confrmmation Features:
Progres + ET Frafiswork 5.5.1 Fastures. (Tretsled
Resuls 4 || Batkgrourd Inbeligant Transfer Sarvice (BITS)

| BitLocker Devve Encryplion
L eranchCache
_| Connection Manager Administrabion Fit

e _LJ Tk asred H-an:l\-qtﬂu Services. (Installed)

[rfesrist Prinking Chent
Iritearst Shorage hlame Sareer

_| LPR Poat Monibor
L/ Meszage Queuing
L] maitipath 1f0
L] Hesbwrork Load Balaraing
| Paer Nae Resoltion Protecol

Cuuslity Windows Audio Video Experience
Fesmeoke Assshance
Roerecte Differential Comonession

Hore abaous fesbures

Add Feabisres Wizard E I

Dreoriphbion:

Fadpver Chstering alliws miltipls
sarvers bo work bagether ba provide
Wmﬂﬂvﬂmm
apphcations, Fadover Chstering is
it ueed for fle and peint services,
databerse and mad applications.

Step 3. Download and Install .Net 4 Framework Extended.

See the following link:

.Net 4 Framework Link (http.//www.microsoft.com/download/en/details.aspx?id=17718).

Step 4. Download and install all service packs and critical/important updates.



http://www.microsoft.com/download/en/details.aspx?id=17718

Configuring Storage Area Network

In This Chapter

Requirements 5

Connecting iSCSI Targets to Operating System 6
Requirements

.‘T‘ Note: Due to all the many possible technologies which can be used for cluster storage, the
following specifications will be configuring the cluster storage using an iSCSI target. For all
other setups please refer to the documentation for all other solutions.

Two volumes are needed:

= One for the Quorum Cluster Disk and the

= Second for IMail Mailboxes and Log files.

Recommended size for the Quorum Disk is 5GB. Choose an appropriate size based on your
needs for the volume that will store the mailboxes and log files.
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Connecting iSCSI Targets to Operating System

Configure each node in the failover cluster with the steps shown in this section.
Step 5. Open the "iSCSI initiator", located under "Administrative Tools".

Step 6. Go to the "Discovery" tab and click on "Discover Portal".

Targeks DHscovery | Favorie Targets | Vokemes and Devices | RADRUS | Configuration |

 Target portals S
5 Refresh
Thes systesm vl look for Tangets on Following portals: —I

Fiddress [ Port [ adagter [ 1P oddress |
Tor ackl & Larget pertal, chek Discaver Pertal, | Descover portal... |

b Descaver Tarpel Portal

L3
Erter the [P address or DS name and port number of the portal you
want to add,

TR 7o changs the defaul settings of the discavary of tha bargst partal, cick ,,_,J
|

T the Advanced bultan.
M

1P acdress or DS name: Port: (Dafault is 3260, )
[I.?.’..!I?.l‘ﬁ*l-.il [m

advarced... | [ | coxe |
T i —I
Ton rended &N SNS server, select the server abdove and remr .

then chck Resncrve,

o« | oot | o |

Step 7. Enter the IP address or DNS name of the iSCSI SAN and the port to be used, and click
IIOKII.
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Step 8. Click on the "Targets" tab, select the target that will host the Quorum disk and click

conn

ect.

i5C51 Indtiator Properties E

Targets | iscovery | Favorte Targets | Volumes and Devices | RADILS | Configuration |

~Quick, Connel
k5 name of kb barget and then click Quick Conniect.

To discover and log on bo & banget using & basic connection, type the P address or

| Twget: |
|- Discoversd bargets r
_ Reesh |
| Hame | Statue |
qabest.istgtamal, fles Trsschive
|| et st cpunrian Conmected |

To connect Using advanced options, select o tanget and then
chcl Cornact,

To comgplately disconrct & barget, selact the target and
ther cck Desconnect.

For target propertes, nchudng configurstion of sessions,
sadact the banget and cick Properties,

For configuration of devices associsted with a tanget, select
thes Ear gk and then cck Devices.

concel |

'l Tip: Leave this window open, as at a later point you will need to connect the target for the

i
v

IMail Server Files.

Note: Only connect to the target for the Quorum disk at this point. Connecting to both the
Quorum and the Drive for IMail Files, the Custer configuration may incorrectly choose the

wrong target as the Quorum disk.

Important: Steps 9 and 10 must be performed on the first cluster node only. Skip these steps

for the remaining cluster nodes.
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Step 9. Open Disk Management and bring the new drive online.

- e Syt | Status Copacity | Fros Spacs Fa
. Smple  Basc Hoakhy (DEM Partkion) 3% MB e 0% No
o () Smple Basic NIFS Haakhy (Boot, Page Fle, Crash Dump, Primary Partition) 2307968 2065268 0% Ho
C@l%  Smple Basic FATIZ Heakhy {System, Active, Primary Partition) 1.59GE 1. =R Mo
L ADisk O L
Basic oS {C:)
2328368 FaMB 2,00 0GB FATS2 | Z50.79 GB NTFS

Orlire Heakthy {OEM Partitiod || Haalthyy (Syshem, Ackive, Primary Partition) | Hieaithyy (B, Pasges Fids, Cradh Dump, Pr

Step 10. Now format the disk:

=  No Drive Letter or Path
=  Use NTFS

= Set "Quorum" as the volume label.

Step 11. Make sure to repeat steps 1 through 4 on the remaining cluster nodes.



SQL Server Database

In This Chapter
Creating SQL Server Database 9
Setting Security Logins 10

The IMail Collaboration database should be located on an external SQL Server thatis a
member of same Active Directory Domain as the Failover Servers. This is very important for
permissions between the servers to work correctly.

Creating SQL Server Database

The IMail Collaboration database must be located on an external SQL Server that is a member
of the same Active Directory Domain as the Failover Servers. This is very important for
permissions between the servers to work correctly.

m Note: Be sure to log in to the server as an Administrator on the domain.

In the SQL Server Management Studio:

Step 12. Create a blank database with the name WorkgroupShare.

s 7 ¥ .
=R |
= 3 umnmq?..
= [ Seal
2 [ ey Attach. ..
# | Pepd Restore Database...
&1 [ Many Restore Files and Flegroups. ..
Start PoweerShel
Reports
o LogeaiMame | FlsTyps | Flagrme | it Sioe (ME) | Autogroush
WokyopS. Rews . PRMMY |2 { By 1 MB, Lrrestrcted g
Wokoow5..  Loa Mot Fockcable 1 B 10 pesrcent. unesnct
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Setting Security Logins

For each node in the cluster configuration repeat these steps

Step 13. Right Click on Logins under Security and select New Login...

= | {§ IPSTEST-MBARBER\IMAILSERVER (SQL Server 10
3 Datzbases
= 3 Security

3
Ca Ser'u'e| Mew Login...

Step 14. Enter the account name using the format of "ADDomain\MachineNames$" in the
Server Security Logins. Set the default database to WorkgroupShare.

E Login - Riew

J= |
IZ]
B
Err— Mooped Cucerkls [Ty [Frovse |
Sarver:
FPSTEST-MBARBERMAILSER |
Conrmoton
PSTEST-MBARBER Admeristrate
B Verw cowaction prodaries
Ready [rp— | Warkproup Share i)
Dl language: [ cdetoct> =
[ ok | caca |
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Step 15. Select "User Mapping" group and check WorkgroupShare. Select the following
database roles: "db _datareader", "db datawriter",and "db owner".

[T s poco enobled for, Wosigoup Share

Diatabiase robe membership for: Workgroup Shans
|Conecton Il g

Server = .
| IPSTEST-MEAREERWMAILSER |'~"= :-::m

| Commection: | db_ddiadmin
IPSTEST-MBAREER Admirsstratc u

] db_denydatareader
B View conmction progartiey [

I |,
Remady

:

db

|

&l

[ ok ] om |

Step 16. Click "OK" and continue on to the next user for the remaining cluster nodes.

Step 17. When all machine accounts have been added, close SQL Server management and
continue on to the next section.

11



IMail Server

IMail Server will need to be installed on each node of the cluster and configured identically.

Installation and Configuration

.‘T_' Note: Make sure you are logged in to the node as a Administrator on the domain.

Step 18. On the Installation Directory dialog install IMail Server to the same directory on each
node. Do not install IMail Server to the shared drive.

Step 19. On the Database Selection dialog "Use Existing Local SQL Server" option and
point it to the SQL Server configured in the previous steps using Windows Authentication.

T Note: The Install dialogs indicate this should be a local SQL server. Due to the
configuration steps performed earlier, this can ignore this.

Step 20. "Setup Type" must be identical on each node.

= Tip: If "Custom" is chosen, the features installed must be identical on each node.

Step 21. Make sure the IIS Web Site selected is configured identically on each node.

Step 22. Upon completion of installing IMail Server move on to the next node and repeat.

12



Failover Cluster

In This Chapter

Creating the Failover Cluster 13
Shared Storage 18
Creating Failover Service 20
Configuring Failover Service 25
Setting the Preferred Owner and Failover Settings .......c.ccoeeceveveneeneeen. 28

Creating the Failover Cluster

@ Important: The following section should only be performed on one of the Cluster Nodes.

Step 23. Open the Server Manager and under Features > Failover Cluster Manager click
"Validate a Configuration...".

| File action Wiew Help
4= = | 7iimn | HIem

= Server Manager (IMAILCLUSTEROL) Failover Cluster Manager

# " Roles
=l g Festures Failover Cluster Manage

. e D ; Afa  Coeate ladoves chusters, vaid
+ ? Diagriostics i 5
i} Configuration taggp ' conngussiion changes th you
= B2 Storage :
A, Faillover cluster ic & 26l of indeps
ay.alabdiy of senaces and apphc:
physcal cables and by soltwate,

services (4 process known as fal

« Clusters
L L e T —
To besgiry bo uape Falonver chustering

chasted. Alter these sheps are con
imclude migeating services and ap
lieclougs Senver SR co ufingd

B3 Vakdsle s Configuration.

B} CieateaCluster




Configuring Failover Clustering

Step 24. Review the information on the ‘Before You Begin’ dialog before clicking Next.

3&1 Before You Begin

Thas wizand runs vabdation lests lo delemne whether this configuration of servers and attached storsge i
ot up comectly to suppaort Faloves, A chuster solubion iz supported by Microsolt onle f the: complets
configuration [servers, etwork, and stciage] passes sl tesls in bz wizard. In addition, al hardware
components i the chusber sokstion must be "Cestifed for Windows Sener 2008 R2".

IF o izt b vahidabe & sel of unchitleied sarvers, pou need Lo know the names of the senels,
Impostant: the stodage connecled o the selected servers wal be unavailable dusing vabdation bests.

IF ou wank bo validabe an easting faloves cluster, you nsed lo know the name of the chuster of one of its
nodes.

iou must be a local sdrnistratos on sach of the servess pou wank to validats.
T continue, chck Neat.

More about prepanng your hardwace for validation
More sbout chuster valdaton hests

I™ Do not show this page again

Next > Cancel |

Step 25. Specify all the servers that will be a part of the failover cluster and click "Next".

Bedoie You Begin

Bl Of &

¥ validate a Configuration Wizard

%:ﬁ Select Servers or a Cluster
i

To valdate a 5ot of servers, add the names of all the servers.
Tio best an esisting chusier, add the name of the chuster of one of itz nodes.

Entes name:; | Browess.

Selected servers: imadchester(] gatest local
imadchisterDZ qatest local

cPrevious |[ Net> || Cancel |
e—

14




Configuring Failover Clustering

Step 26. Testing Options dialog, click "Next".

F‘- Validate a Configuration Wizard

?!ﬁ Testing Options

Testing Olptions

Ciriaraakon for'windows Server 2008 A2,

= Fiun all tests [recommendsd)
" Run only tests | select

Before You Begn Choose betwesn mnning all tests of junning selected bess.
Eﬁ;‘;smﬂ ora The tests inchude Invertony tacks. Metwark tests, Storage beste, and System Configuration tests.

Microsoft suppoits a chester solution only if the complete conhguration [servers, network., and storage] can
pass all tasts in thiz wizard, In addition, all hardware componants in the chestar solution must be “Cetifed

< Prenvious Mest Cancel

Step 27. Review the information on the Confirmation dialog and click "Next".

Y validate a Configuration Wizard

3% Confirmation

Before You Begn “You are ready bo start valdation
Select § T Flaase confiem that the folovang sellings ane comect;
Chustes

Tezting Optians Servers to Test

|::|:|I'|'I'r|'|j| i)

imailclusterll.qatest.local

imailchustar0Z.qatest.local

Tests Selected by the User
List BIOS Information

List Envirenment Variables

List Fibre Channel Host Bus Adapters

To continue, chick Mest,
M i o lesl

Category

Invantory
Inventary

Inwventory -

< Previous | Cancel

Step 28. The validation process will begin and take several minutes to complete.

15



Configuring Failover Clustering

Step 29. Review the Failover Cluster Validation Report and correct any issues found.
Repeating the validation steps if necessary.

Step 30. Once all validation steps have passed, click "Create the cluster now using the
validated nodes...".

f':.: validate a Configuration Wizard

Before You Eepgn Testing has completed successfully. The configuration appsars 1o be suitable for clustanng
[_ Howsener, MﬂuﬁwlhimtbﬁwﬁimeMwsMMshﬂd
Heet Of 8 addiess bo attain the highest

Failover Cluster Validation Report =
e s

W,

12%“&%%#“”““”“““ o Bopon._

Step 31. Review the information on the Before You Begin dialog and click "Next".

gf'fn-dtr Cluster Wizard E l

351 Before You Begin

chustered services and spplcations. If ane of the seevess fals, snolher server bagng hosting the clustered
sarvices and appbcations [a process known a3 fadover]

) r Betore you run thiz wazaid, we stiongly recommend that vou iun the Vabdate » Configurabion weaid ko
RN RN ensiae that yous hardware and hardwate seltings are compatipls with fadover chusterng.

m This wizaed creales & chuster, which is a set of sarvers that work togather to incieass the avalablty of

Microzoft suppaorts a chuster solubon only f the complete configurabion [servers, network. and storage] can
pass all lazts m the Validate & Conhguestion wizad. In addion. all hardware components in the clugher
soltion must be "Certified o \Windoves Server 2008 R

iou it be & local sdmnislison on each of the seivers pou ward ko nchude n the cluster,

(EAfs

To continue, chick Nexl

[ Do not ghow this page again

Hest 3 Cancel |

16
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Step 32. Specify a Cluster Name and IP address to create an Access Point for administering
the Cluster.

E?l'rr-dtr Cluster Wizard E

fgﬁl Access Point for Administering the Cluster
[EE

Type the name you want ko wse when administenng the chester.

One o more IPvd addresses could not be conhgured sutomatically, For each network 1o be used, make
sure the network iz sedected, and then lype an addiess.

Lonfimation

Creating Mew Chustes

S
Metwoorks Addiess

W 192 168 6024

<Previous |[ New> | Cancel |

Step 33. Verify the information displayed in the Confirmation dialog and click "Next".

E¥ Create Cluster Wizard

é_ﬁ] Confirmation

Biefore “fiou Begn ou ane ready 1o creste & chusher
Accacs Poirt for The wizard wall create pour chuster with the follosing ssttings:
Admarizteding the
2L Cluster: IMailServer =
m MNode: imailclusterdl.qatest.local
Creating New Chister Mode: imailcluster02.qatest.local
IPF Address: 192.168.6.237

S Lrren Ay

To continws, chck Next

© Previous Mt » Cancel I

17




Configuring Failover Clustering

Step 34. Review the information before clicking "Finish" to create the Cluster.

E¥ Create Cluster Wizard [ %] I
Summary

You have successfuly completed the Create Cluster Wizad,

Create Cluster

Cluster: IMailServer

MNode: imailclusterdl.gatest.local

MNode: imailclusterd2. gatest. local

Quorum: Hode and Disk Majority { Cluster Disk 1 ) -

To wviews the report created by the wizard, chck View Repot.
To cloge this wizad, chck Finish,

Shared Storage

Shared Storage - Connect the target for IMail Server Files

Now that the cluster is created, connection to the iSCSI target can be made for the IMail
Server files.

Step 35. Refer to Step 8 and connect the target for IMail Server Files on each node in the
cluster.

I’., Note: Be sure this is completed for ALL nodes in the cluster.

Step 36. Refer to Step 9 and 10 and bring the specified disk online to format.

o Warning: Be sure this is only done on ONE node in the cluster.

Assign any drive letter to the disk. However, all subsequent steps in this document will
reference this drive as the "I:\ Drive".

18



Configuring Failover Clustering

Cluster Management - Add the new disk to the Cluster

Step 37. Go back to the Failover Cluster Manager, "right click" on "Storage" under the
Cluster created and select "Add a disk".

B3l Faslrver Cluster Manager
= B IMalServer.gatest Joce
T Services and sppde sticen

# L biodes
* leml-
[ Shster v v
Rafresh
Help

Step 38. Make sure the new drive is selected in the list and click "OK".

Select the disk of digks that pou wank lo add.

Avadoble diks:

Resceece Mame | Digk info | Capaciy | Signahee/GLAD |
EL-JEb.rsbﬂ Di.. Dk 2onnodel 2GE 1545541685

o || cams |

A

m Note: If any errors are encountered during this process, double check the "iSCSI Initiator
Properties" window and verify all nodes have the new target connected.



Configuring Failover Clustering

Creating Failover Service

Cluster Service Creation

Step 39. Right click on "Services and applications" and click "Configure a Service or

Application...".

| ¥ m

E,. Server Manager

Fla  Acton  Wiew Help

:iJRBH:S
'G'ijnhlﬁ

Gy Server Manager (IMAILCLUSTERDL) Services and applications

= 5 Fadover Chuster Mansger
=] .jld mdﬁam qal:e-.r.t kocal

¥ _:F' Lo

Lgn Chuster Shared Volumes oy o pchiree :

4 Sorage
® L8 MNetworks More Actions... k

1| Chuster Events
* :- Diagriostics _H'iuw_ : L
B g} Configuration Refresh
B B2 Storage

Help

Services and applications

I!‘&:-du

Step 40. Review the information displayed on the Before You Begin dialog and click "Next".

g

Belone Yiou B O

Sedect Service o
Apphcation

?’,! High Awailability Wizard

%~ Before You Begin

This wizasd configures hagh availability for & mmmﬁﬂﬁmmﬂlﬁmm
wizard, if & chustered server fais whils running the service of spplication, another chestered seves
automatically resumes the senice or appbcabion [a process known as fadover) If the service o apphcation
itzelf fals, i can be sutomatically restarted, either on the same server or on another senved in the cluster,
depending on options that you specify.

IF pous weard ko chuster & complex applhication such a5 & mall server o dalabase sppbcation, see that
applcation's documentation for information about the commect weay to nstall it

™ Do not show this page again

20




Configuring Failover Clustering

Step 41. Select Generic Service and click "Next".

B4 High Availability Wizard

;-‘—, = Select Service or Application
g

Before Yo Begn Sedact the service of appication that you want bo conligure for high avalsbiity:

S DHCF Server 2] Description
o= Distiibuted Transachon Coondinator [DTC) ¥ oud can configute high avalablity for
Ef'FJeSewul some services that wene not onginally
designed bo run on & cluster. For mane
: o St a8 Gl Ger

= Irieanel Shorage Hame Seivice arver
& Messsge Queuing
T“:’_III theed Sty ;I

R -

Step 42. Select the IMail SMTP Service and click "Next".

54 High Availability Wizard

.. Select Service

N
-
Before You Begn Sedact the senvice pou wand bo uge from the kst
Sedect Service o
Application Mame D escription :J

S | Corviot

IMai Commbowch [P Reputstion

I IMAP Seavice =
IMal LDAP Service

he Fegisty IMal POF Servica

|l Qussnie Mansoer Semvice

IMal SMTP Service

Configure High ol Sys Logger
v il bl Interactive Services Deleclion Enasbles user notiheation of used inpud for interac
Inkedred Conmechon Shanng [IC5] Provades nebwork. addiess banslsbion, addiessn Ll

21



Configuring Failover Clustering

Step 43. Enter a Name and IP Address for the IMailServices Failover Cluster.

m Note: This IP address must to be specified for your MX records (including all Clients) to access
all E-Mail services in DNS.

F'v' High Availability Wizard

ﬁ'—_- Client Access Point
&

Before You Begn Type the name that chents wall use when accessng thes senice or apphcation:
Sedect Sen
ophcaton Hame: [[Maiservces ]

O of more IPvd sddresses could not be configured sutomaticall. For esch network to be used, make sure
thes restwecak iz sedected, and then type an address.

Rephcate Reagity Nebworks
Sl 5
g [ 192.1686.0/24 192 168 5,224

Confmation

Configure High
o il sty

Sumimarny

Step 44. Select the disk for IMail Server Files and click "Next".

5 High Availability Wizard

:f—;- Select Storage

Ly L

Bedore vou Begn Select oy the siorage volumes that pou want bo assgn fo this service o appication
) Wiou can a34agn addiional shorage lo this service of apphcation after pou complels the wizad

Selbect Sarnce of

Agppbeation

Sadect Sanvice Lblame -_‘m | &=
TEE E # s Chustes Disk. 2 () Oinlar

Heghoale Reqsty
oty W

Conlmmahon

Conhguie Hgh
ivindabality

SUTImAy

coeme (ot | om |
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Configuring Failover Clustering

Step 45. Add the following registry keys to Registry Replication List and click "Next".

SOFTWARE\Wow6432Node\ Ipswitch
SOFTWARE\Wow6432Node\Softalk

SYSTEM\ CurrentControlSet\Services\IMAP4D32
SYSTEM\ CurrentControlSet\Services\IMServer
SYSTEM\ CurrentControlSet\Services\POPD32
SYSTEM\CurrentControlSet\Services\QueueMgr
SYSTEM\CurrentControlSet\Services\SMITPD32
SYSTEM\ CurrentControlSet\Services\SMTPServer

?’ﬂ High Awailability Wizard

"~ Replicate Registry Settings

Belore You Begn Frograms o serices may stone data in the regestiy. Therefore, # iz important to hawe this data svalsble on
. Hree rooden o which they are unning.  Specify the egestry keys under HEEY_LOCAL_MACHINE that should

Sedect Service of be rephicated to al nodes in the chister.

Applcation

Select Senice

SUF TWARE YWowsa . Nodet pevalch

Chent Access Pei SOFTWARE W owb432Mode\S oftalk

o S5 TEM\CurierContials et Services\IMAPYD 32
SYSTEMACumentContiolS et\Services\IMS erver
SYSTEM\CuremContalS el Services\POFDI2
SY5STEM\CurmentContralS et\Services \QueueMgr
S TEM\CurendContiolSethServices\SMTPD 32
SR TEMMCurreniContiolS e\ S ervices\SMTPS erver

ITI Moty Aesnerys

<F|wim=| Bt » I Cancel

m Note: When configuring on 32 bit hardware, remove the "Wow6432Node" registry key paths
specified above.
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Configuring Failover Clustering

Step 46. Review the settings in the Confirmation Dialog and click "Next".

B4 High Availability Wizard

}'—,_- Confirmation

b =

Belore Yiou Begn “You ae ready bo configure high avalablity fon a Genenc Semvice.
Select Senace of
Apphcation
Select Semvice Service: IMail SMTP Service (SMTPServer) =
Chant & Poirit Network Name: IMailServices
IP Address: 192.168.6.224
Selec! Stedage Registry Key: SOFTWARE\WewE432Nede\Ipswiteh
Feplicate Registy Registry Key: SOFTWARE\Wowb432Node\Softalk
Seltings Registry Key: SYSTEM\CurrentC ontrelSet\Services\IMAPAD 32
m Registry Key: SYSTEM\C urrentC ontrolSet\Services\IMS erver
rFonra Hick Registry Key: SYSTEM\CurrentControlSet\Services\POPD32
ity Registry Key: SYSTEM\CurrentC ontrolSet\Services\Queuehgr
» Registry Key: SYSTEMYCurrentC ontrolSet\Services\SMTPD 32 =

To contrue, chck Mext.

 Previous " Hext » | Cancel ]

Step 47. Review the information displayed on the Summary dialog and click "Finish".

4 High Availability Wizard

High availability was successtully configured for the service or apphcation.

g

- = "_
Generic Service
Service: IMail SMTP Service (SMTPServer)
Network Name: IMailServices
TRNTMASM 1P Address: 192.168.6.224
g Registry Key: SOFTWARE\WowB432Node\Ipswitch
Registry Key: SOFTWARE \Wowb432Node\Softalk =
T wiesw the report creabed by the wizard, clck View Report
To chaze this v chok Frgsh Wiew Feport... |
[ Finish ||
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Configuring Failover Clustering

Configuring Failover Service

Step 48. In Server Manager (as shown below), right click on "IMailServices" (or whatever
the chosen name) and select Add a resource > 4 - Generic Service.

E. Server Manager

Fila  Action  Vew  Help

'a- Eﬂ : -. ﬂ .'."'
F Tl e |
= 5 Roles
=) & Festures IMailServices
=] B3] Fabover Chuster Manager ) )
= Y Maiserver.gatest local .+ Summary of IMailServices

= [} Services and applications =

® G m Bring bhis sarsice o applcation online Aul
[_» Chuster 5t Take: this service or spplication offine
., orage  Mowe this service or application ko another node  #
E L33 Networks M :
_ u Chuster Ev = andstoc_a_q&
3] A Diagnostics Add a shared folder

% =t Configuration =
+‘il|35tw-:qc Show the critical events for this application | Stahss

Step 49. Select IMail IMAP Service and click "Next".

I New Resource Wizard

Select Service

m Select the service pou want bo use from the kst

- Maene Deseriplion =]
IEE and 2uthiP IPzec Keying Modues The IKEEXT service hosts the Intennet Key Exc. .
S LAy Mad Commicuch
Ml Commbowch [P Reputation =l

D

IMad POP Sesvice

IMal Quesue Marager Semvice

Ml Sys Logger

Intesactive Services Detection Enables uses notihcation of uses input for interac.,
Intesriet Conmeachion Shanng [IC5] Provides nebwork addeess banslation, addessin,, T

Mext » Q&mﬂ
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Configuring Failover Clustering

Step 50. Click "Next" on the Confirmation dialog.

! '-‘EW Resource Wizard E |

| —
=l
iv |

Confirmation

] :
Select Service fow ane ready bo make a Geneic Senice.
Configune Genenc =
Se Service: IMail IMAP Service (IMAP4AD3Z)
L Parameters: Files (x86)\pswitchiIMail\IMAP4d32. exe”
To confinue, chck Neat.

« Previous Mt » Cancel

Step 51. Review the Summary dialog and click "Finish".

B New Resource Wizard

.-I Summary

The new resource a3 was successhully created and configurad.

._.: i I
: 1
Service: IMail IMAP Service (IMAP4D32)
Resource: GENEric Service
Parameters: Files (x86)\Ipswitch\IMail\IMAP4d32. exe”
=
T view the: report creabed by the wizard, chck View Report. View Repor |
To close thes wizard, chick Finesh. =
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Configuring Failover Clustering

Step 52. Right click on the new Service and select "Properties".

Oither Resouces

F M SMTP Service (3 Dinline
o

Brmtl'-anewh .

Shacred then eritical evearis For thes resource
Sty Depandericy Report
More Actions, .. [

Destote:

P

Step 53. Select the Dependencies tab. Click Insert and select IMail SMTP Service from the
list, and click "OK".

Advanced Pobcie | Flegeiny Flapication
Genarsl | Lrepersdonce: | Pobicm:
Spencilyy the resowsces tht musl be baought ondne befons this 1esource can

bet brcuaghi ol
| | ANDJOR | Retcwce

| * | ¥ 4 o deper
E Delole I
Mt SMTP Senvice

Hew resouece dependencies wock

() Ecese| ErRe|

Step 54. Repeat Steps 48 through 53 adding the following IMail Services:

IMail POP Service
IMail Queue Manager Service
Ipswitch Instant Messaging Server

WorkgroupShare
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Configuring Failover Clustering

Step 55. Right click on each of the services that were just added and click bring Online.

% IMal SMTP Seivice (#) Oriire
F Ml IMAP Service () Drine
¥ Ml Queus Manager Service () Onine

JLET

Setting the Preferred Owner and Failover Settings

This will describe how to set control for a server to run the IMail Services, under normal
circumstances.

Step 56. Right click on the Cluster Services (IMailServices) and select Properties.

E. Server Manager

Ele  Action  Yiew Help

| 7 m H|m
S Server Menager (IMATLCLUSTERD!)
Zt'i-ﬂde-s =
= ﬂ_] Features 1
= B4 Falover Cluster Manager
S 8 IMatserver.qatest Jocal .+ Summary of IMailSer
- "_‘;Sermsan:l apphc ations g
¥ i‘:ﬂg Take this service or application offlne
-Lt"ﬂmge Move this service or application bo snother node &
# 31 Networks  Manage shares and storage
1| Chusker Ex
'+'hﬁm‘ﬂi¢5 Add a shared folder - ]
= J; Configuration Shows the: critical events For this application i
% {3 Sroeage = ol
Add storage
hdd & resource r
Disable auto start
Show Dependency Report
Yiw -
Delets
Rename
Refredy




Configuring Failover Clustering

Step 57. Select the Node or Nodes to be the preferred server.

General | Failover |

r—4

|MadServices
Hame:
!IH..'JE BWICES
Select the for ther sernce of application. Lise the:
buthons ko kst them in order [rom mast pesfened at the top to beast
pretened al the bottom.
sk i
[ IMadChssber] i
O 1+ siChastes02 _]
_ Down_|

I™ Enable persistent mode
W Aute stait

Status: DOl
Mo M aiCheskes 02

ok | Concel | apob |

Step 58. Click on the Failover tab and configure behavior of the Cluster should failure occur.

T ]
Fadover

Speciy the nurmber of times fhe: Cluster sendce will attempt bo restar or
fad over the senvice of appication in the specified penod.

IF thes serace of appkcstion fads more than the maamum o the
specified peniod, i will be left in the jaled state.

Maarmum faduses in the speciied

? Ih 3.
Penod (hours} IE 3:

Fadback

Specly whethet the service of apphcation vil aulomaticaly fal back 1o
the most prefened owner [which iz zet on the Genesal tab]

T Prevent failback
4% Alow fadback

T Immediately
% Fadback batween: Il E. and
2 5 hours

More about fadover and falback

[ ok ] comd | eom |
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IMail Server Configurations

In This Chapter

IP Address Changes 30
Configuring IMail Server to use the I:\ Drive 31
Configurations that will not automatically move on failover............. 34

When making changes to IMail Server Settings be sure it is the Active node in the cluster.
Changes made on an inactive node will be lost when the cluster fails-over to that node.

IP Address Changes

Step 59. All traffic (SMTP / MX, POP, IMAP, IIM, Web) should be pointing to the IP address
configured for the cluster (In this example it was 192.168.6.224).

Configuration of SMTP Service and WorkgroupShare are necessary to listen on the Address of
the cluster. Failing to do this configuration will result in these services failing to start when
the cluster attempts to failover.

IP Address Changes for IMail Server
Step 60. IMail Server Address Change, requires manually editing the registry in IMail.

= Be sure the Console Admin is not open and open REGEDIT.
= Goto
"HKEY LOCAL MACHINE\Software\Wow6432Node\Ipswitch\IMail\Domains\".
= Under the "Domains" key rename the IP address Key to the IP address of the cluster.
= Under the domain name key modify the "Address" value to be the IP address of the
cluster.
= Restart the IMail Services after changes are complete.

G Registrybdiboe |
Fis Edt Wew Fawoeites Helbp
Wowed TNoda =] [ams Tyme Data
+ Cannegie Melon ab i rdag g} BEG 57 i
* Claszes ab Address FIEG_5T 192 168.6. 224 I
# Ju Chents BT Mlomedogniitte,,. FEG_CWeChD T OGC000 {9}
Descrighion B Abowedioginlock. .. REG_DWORD Qe0CD000 {3
= Epsvaich B alowWebSetiad, .. BEG_DWORD D000 {0}
E ]M.'WL J B AlewiwebSatDals,.. REG_DWORD OerOOKD000 {0
! = =5 AlowwebSetFor,,,  REG_DWORD CoDa000000 {0}
5 AlowwebSetvac. .. REG_DWORD CreOO000000 {0
[ e Bl Ok oubtUseriicce...  REG_DWORD CreDOOO00nL {1}
: et B Defmubti boerficon. .. REG_DWORD CoeDO0O000E {1}
L TR =] | Blostasbipoaiddr... REG_DWORD el {1
Compuber|HKEY_LOCAL MACHINE| SO TWARE W owEA 32Mocde| et chilIMaldomasns el e:cample. Jocal
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Configuring Failover Clustering

IP Address Changes for WorkgroupShare
Step 61. WorkgroupShare Address Change.

= Open Collaboration Administration (WorkgroupShare) console application.
= Double click on Settings.

= Select the Server tab and select " [A11 Interfaces] " from the drop down menu
and click "OK".

]

€ e Ucer R How Group e Publhc Folder (S Grant Access

@ 1M3il Collaboration Settings

Thes page shows the general settings for IMal Collaboraba
the settings Bies below or press the Satings bution in the

ki Undates o~

S
ummlwwmlml

=] Speciy the rberlaces on which IMad Colsborstion will Esten Alio specily the pod
F=| o which the serves stens.

Intestace |[ANIrperdaces] -]

™ Listen on slardad port only
™ Lishen on secune [S5L1) port onky
(% Lisben o both secure and slandmd ports:

Standwd Port |5100 = Secure {35L) Port. (F101 2

Dudput Windows

| IS

Step 62. Restart the WorkgroupShare Service.

Configuring IMail Server to use the I:\ Drive

Step 63. Recommended Directory Structure is as follows

I:
\IMail
\Domains\
\Directory for each IMail Domain
\Logs\
\Spool\
\IIM Logs
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Configuring Failover Clustering

Step 64. IMail Domain Top Directory

Set the top directory for the domain to the I: drive path.

= Propesties *Gienersl Settngs

- Usenr Dioenasn Nae: [ exarnle i

-5 DomakrReyt / DKM Sion H iree e Aickass [1z 1686224 =
1 Doman Teade:
& Dutbound Rubss Top Diescton: |1 vbomaan s’ example. locad | I
£ Inbound Fudes Dromar: Akases el bocal

W Commiouch Zeso-Hou Fl |

Step 65. System Directories

Change the Spool and Log directory to their paths on the I!\Drive.

o Warning: DO NOT CHANGE the Top Directory path!

ﬁ Syeiem | Aickivng | System Tiader | Domanteps / DKIM | Restims Blackists | Restime Whiski
Dewmaine ~ Syshem Setting: -
Do Hame [OHNE [ ncample local
. Gateway Host [
Syshem Dhefsll Hoat [l escamgie kocal
Top Dieecton: [C-umtad
5 Sipocd Diresciony: (145 paal
Licenizs Log Diectory: [1:\Logs
Log Setver [127001
h ¥ Irwchads Flde Hoaders

Step 66. Setting SMTP to listen on All IP Addresses.

= Open the IMail Console Administrator.
= C(Click on Services on the left navigation bar.

=  Double click on IMail SMTP Service and click on Advanced under SMTP navigation
bar.
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Configuring Failover Clustering

Enable SMTP to Listen on All IP’s and click "Apply".

5

Ml Cusus Mansger Serace

Service

dad Commbouch

s Commbouch IF Feputiston
B |MAF Servce

[ LOWP Senice

Il POP Service

M Spe Lospger
Rptvatch Irstant Messagmng Servd

werkGnmpShare

# |y Comestouch
A IMaF
8 LDaP
& FOP
Qs Mansgs

= & SMTP

[ fecepd List

i Cromman Foiwaedeg
B K

] Wit List

@ Help

P

Max Reckserts pet Message: |0
[heddagy Bhvamar: Flacipiens: 1]

[0 (e[

M Cornectons: a

Hedo Messzage:

Diadivery Apphcabon chanadiemip 32 s
[#] Enabis Extra Pod Exhra Post: (589

[ Dicabls SMTP AUTH

[#] Ersbla SMTF to Lister on ATIP: |

Pat ]
Hoat D almibees: B
Mk D aberibers:

2 Forca AUTH on Eiea Port

[T

- L |

# Cancel v

Step 67. Restart All IMail and IIM Services for the above changes to take effect.

Step 68. If a custom SSL certificate is in use, make sure the Certificate " .crt" and " .key™"
files are stored on the "I:\ Drive" so all the cluster nodes have access to the certificate.

Step 69. From a command window navigate to the IMail Server Installation directory and run
the following utility to configure the necessary permissions on the new directories.

"InstallUtilityConsole.exe"

Step 70. Test "Moving the Failover" service to each node.

Right click on IMail Services and select Move this service or application to another node,
then select one of the cluster nodes.

= 52 DMsiServer qabest local
- '-.: Services srl applcabions

o SOTEgE Take this service of applcation of fline:
[ 3 Networks Mave this sarice or By AR
[1] Clustier Evenits
Manage shares and storage
Audd a shaned Folder

Shecm khee crikical evenis For this apckcation

stion bo ancther node

| « Summary of IMailServices

Verify all services start and all services respond correctly on the IMailServices Failover
Cluster IP address.
Login to the Web Client and send a few test messages to verify email is being
processed correctly.

Step 71. Configuration for the Failover Cluster is now complete. The IMail Server is ready for

use.
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Configuring Failover Clustering

Configurations that will not automatically move on
failover

There are several settings in the IMail Server that will not also update between the failover
nodes. The following settings will require performing changes on each node in the Failover
Cluster.

= |P Control Access lists for the following services:
a) POP3
b) IMAP
c) Syslog
d) SMTP
= SMTP Relay for Addresses List
= SMTP Domain Forwarding List
= CYREN Anti-spam service settings. (ctasd.conf and ctipd.conf)
= Accept List
= Kill File
= White List
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Upgrading IMail Server

Upgrading Failover Cluster Process

To upgrade IMail Server with a Failover Cluster in place, will require performing the following
steps:

LT? Note: Make sure to log in to the cluster nodes as a Administrator on the domain.

1 Open the Failover Cluster Manager.
2 Rightclick on the Failover Service and select "Take this service or application

offline".
- ""E- Fadover Chuster Manager : .
= B iMalServer.qatest Joca « Summary of IMailServices
=] 710 Services and applc. .
G SUORAGE Tashos thi service o applcation off s
# L1 Heteorks g
TRkl et Frnseirn

3 Click "Take IMailServices offline" (Text will differ depending on the failover service
name).

0 Taking IMailservices offline will disconnect any
currently connected clients, Are you sure you wank
to continue taking IMailSservices offline?

I % Take IMailServices offline, |

| 3 Do not take IMallServices offline. |

™ Do ot shos this agan Cancel

4 Determine which cluster node currently owns the service and connect to that node.
Open the Failover Cluster Manager.

Summarny of IMailServices
ic

Status; Oife
Alarts: <none:

it.m-ﬂ Dwener: D adChuste2
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Configuring Failover Clustering

5 Right click on the Cluster Disk and select "Bring this resource online".

Summary of IMailServices

Stabus: Difine

Abeite: <nore:

Prefesmed Owners: M lstedl
Currend Dwreer: 1M a0lusted12

sk Dves

iher Resources

H e | Slabs
Server Mams
# M Mame: IMalServices #) Offfre

LT? Note: IMail Server installation will not successfully complete, if mailboxes and other
configuration files are not accessible.

6 Install the new version of IMail Server on the node, making sure each node has the same

features installed.

7 When the installation is complete go back to the Failover Cluster Manager and right
click on the Cluster Disk and select "Take this resource offline".

Summary of IMailServices
|I._§
Statur: Oiffne
Aleite: <nore:

Prefened Owners: M siusted]]
Currend Deeneer: I aiChustedl2

Hame
Server Hame

0 Mamer M S envices
Digk Diives
Other Aesoud T

8 Right click on the Failover Service and select "Move this service or application to
another node". From there select one of the remaining nodes where IMail Server has

not yet been updated.
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Configuring Failover Clustering

9 C(lick "Move IMailServices to #name of node#" and then login to that node to perform
the install.

I Please confirm action

Hoving IMailServices bo another chuster node will

[ =& Move Mailservices to IMalChrster(].

J-} Do not move IMailservices,

™ Do nok show ths agsin Cancel |

10 Repeat steps 5 through 9 on each node until all nodes have been updated.
11 Right click on the Failover Service and select "Bring this service or application

online".
S S e LIRS
# 5 Roles
= | Festures IMailSarvice
- -&Fﬂﬂﬂf Cluster Manager x o
=) U [MadSeever, qatest bocal i Summary of IMailServices
= P Services and apphcations ey
@ Nerwoks _ Hove ths servics or spphetiont anater e+
i (2] Chuster Evenits | panage shares and storage

12 Upgrade procedures are complete.
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